**Training program for ANN perceptron**

A perceptron learns to perform a binary **NAND** function on inputs ![x_1 \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAANBAMAAAC9V5gpAAAALVBMVEX///8EBAS2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAAB9dp22AAAAAXRSTlMAQObYZgAAAFZJREFUCB1jYLizi/skAwhwHGCvyGsAsbgZWB14QQwGDgY+AyBVC2LbAXGKLIjlCiKALF6GKIY2MMvuUgjDBjDr1pmuMw1gFkgREIB1oLKsXx4AC4AJAIJKD9PGZ+gXAAAAAElFTkSuQmCC) and ![x_2 \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAMBAMAAACdPPCPAAAALVBMVEX///8EBAS2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAAB9dp22AAAAAXRSTlMAQObYZgAAAGlJREFUCB1jYLizi/skAwhwHGCvyGsAsbgZWB14QQwGDgY+AwYG7Z0KQLYdkLuBSQLIcmVgYHrA8JiBlyGKoY1BgeMtg92lEIYNDAxcDgy3znSdaWBgOAVUBgbMGzigLO3eQxAW77t3DwD7MhcF0ZSo7QAAAABJRU5ErkJggg==).

Inputs: ![x_0 \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAMBAMAAACdPPCPAAAALVBMVEX///8MDAy2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAAAj5rTyAAAAAXRSTlMAQObYZgAAAGhJREFUCB1jYLizi/skAwhwHGCvyGsAsbgZWB14QQwGDgY+AwaGK0cuANl2QBzBEAAkXRkYmAQYghl4GaIY2ngCGGoY7C6FMGzgDmCoZrh1putMA1AsGqgOCIDqhCEsBgkGAShL64gCAPS9E3gGbSOgAAAAAElFTkSuQmCC), ![x_1 \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAANBAMAAAC9V5gpAAAALVBMVEX///8EBAS2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAAB9dp22AAAAAXRSTlMAQObYZgAAAFZJREFUCB1jYLizi/skAwhwHGCvyGsAsbgZWB14QQwGDgY+AyBVC2LbAXGKLIjlCiKALF6GKIY2MMvuUgjDBjDr1pmuMw1gFkgREIB1oLKsXx4AC4AJAIJKD9PGZ+gXAAAAAElFTkSuQmCC), ![x_2 \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAMBAMAAACdPPCPAAAALVBMVEX///8EBAS2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAAB9dp22AAAAAXRSTlMAQObYZgAAAGlJREFUCB1jYLizi/skAwhwHGCvyGsAsbgZWB14QQwGDgY+AwYG7Z0KQLYdkLuBSQLIcmVgYHrA8JiBlyGKoY1BgeMtg92lEIYNDAxcDgy3znSdaWBgOAVUBgbMGzigLO3eQxAW77t3DwD7MhcF0ZSo7QAAAABJRU5ErkJggg==), with input ![x_0 \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAMBAMAAACdPPCPAAAALVBMVEX///8MDAy2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAAAj5rTyAAAAAXRSTlMAQObYZgAAAGhJREFUCB1jYLizi/skAwhwHGCvyGsAsbgZWB14QQwGDgY+AwaGK0cuANl2QBzBEAAkXRkYmAQYghl4GaIY2ngCGGoY7C6FMGzgDmCoZrh1putMA1AsGqgOCIDqhCEsBgkGAShL64gCAPS9E3gGbSOgAAAAAElFTkSuQmCC)held constant at 1.

Threshold (![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAANBAMAAACX52mGAAAAJ1BMVEX///90dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAABmMbAdAAAAAXRSTlMAQObYZgAAAEBJREFUCB1jYOBewMDAwNkAJDgmAAmeAgaGspi0DQwMHkAeQySIOA7E3IeBBEsDMwMDUwILAwOrQDUDA7tKAQMAIUYIf3C8lMMAAAAASUVORK5CYII=)): 0.5

Bias (![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAOBAMAAAAPuiubAAAALVBMVEX///8WFhYEBAQwMDBQUFB0dHQMDAxiYmLm5ua2traKiopAQEAiIiLMzMwAAAA0x8OSAAAAAXRSTlMAQObYZgAAAFFJREFUCB1j4D23gQEI+BaAyHkNILIMRDCcBpPPS3cwMHA+YShmYGBPYFjHwMC8gaGOgYEpgMGQgaFvAsNzoFYGLgUGBsYLbRMYGHi37mVgAACXrBB5AVvBigAAAABJRU5ErkJggg==)): 0

Learning rate (![r](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAALVBMVEX///+2trYWFhYiIiJQUFCenp7m5uYEBARiYmLMzMxAQEAwMDB0dHSKiooAAABuMyjQAAAAAXRSTlMAQObYZgAAADBJREFUCB1j4D3Nc2oCAwf7trwLDJF5AZwMDAxxQMzA4AwmNcDkQxDJ+gBE8mwAEgAoZAitSnN6dwAAAABJRU5ErkJggg==)): 0.1

Training set, consisting of four samples: ![\{((0, 0), 1), ((0, 1), 1), ((1, 0), 1), ((1, 1), 0)\} \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAWEAAAAVBAMAAABlFUKHAAAAMFBMVEX///9iYmKKiorm5uYMDAx0dHQWFhYiIiIwMDCenp4EBAS2trZAQEBQUFDMzMwAAACscV1sAAAAAXRSTlMAQObYZgAAA2JJREFUSA3VVjFrFFEQ/nKby90l4ZJOCw2LWFjJFQFBAh6IKARCrASxOCsRDRwiYrkoKiiB+A8CghCEkM7GIgEV1CaNYCNcqUFRFCsL/Wbe27n37pZskwgOfG/ne/PNvC97m70D/sP4+o6mZzwC/9WNQjLSAwRh/CPpxHs9dGKNl0qqSF4ddkbmzm8Dd10OzDExcoSEUIUKompEvFT7RVo+1aTRmdbXWJcx9S6XTw6jvUrGDFjAMbcpZOIsF1FINDMHVchGVI1ILtVNkZZPNWk0qN93XcbUMi6PHA4Cz5hhJMP4BuorkiNZvsLVE9T5rBBOMVgtlLpNSsunmjQaFPTd5hjnuMOEWAIuM8PYNsam0cgkZzwgcjLGnHAKKUbViHipU0hb6VSTRlODPnNc3QQEv4D7HI2pRdQ7wHfJGeI4J5eYEl4hhbAaES81G+VTTRpNDfrMcS3lvU6R/ABeiolTKSbbwFXJGerJkxvkhFcMVoukZqN8qkmjM4M+dTy2yc+LDyfRpOO3YuIbHa8C9yRnqGNPrpETXjFYLZKajfKpJo3ODPrUycUeMN5SiOOHYoKa+irwUXKG6jx5Qk54xWC1SGo2yqeaNDoz6NvhrX1+mqdOOchTcVNM8HOotYFDkjPUsSfybBNeMVgtkpqN8qkmjc4M+prnaPloi449+J93S0zwWa91ih3/ZJnwChGHf09EvNRslE81aTQ16NtZ5IF8d2C857AUvd2wJYYY6smTdXJi4O22m9Rs+J5dppo0OjPoey12ahkwuuFwAPgteyNdTHHrjuQMdezJPDnhFYPVIqnZKJ9q0ujMoM/ebnXebMFsr9rF7CKSBVxQZ8kZ8aTv6HkokVcGoYrhapFU+0VaPtWk0ZnWB5jj6qb7BmnKL6GTHeCL/BJCG8lTXj78WW4Zyb8WRDFcLZTKpkrLp5o0GpT3BY6TNu8A4YI3W6NC11WfIyez3BBoDFV1d/+k/XuMNzxKoJH6a63Hn6A+R04mVwCBxlBVd2s917f3Uud4sstjTnjwgmbu5wXJZ9mRyElCuUBjqKq7+yeVn2o8fo1LY9pBNuzGZSQpoZFxTSV77CF5KotERqSERsY1lWzPpRV+2zKqM1yOe8iGj2orz3jtk0qPfxQRRr/K3T7Za2lji5b+AgOZam+9WLJ9AAAAAElFTkSuQmCC)

In the following, the final weights of one iteration become the initial weights of the next. Each cycle over all the samples in the training set is demarcated with heavy lines.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Input | | | | Initial  weights | | | Output | | | | | Error | Correction | Final weights | | |
| Sensor values | | | Desired output | Per sensor | | | Sum | Network |
| x_0 | x_1 | x_2 | z | w_0 | w_1 | w_2 | c_0 | c_1 | c_2 | s | n | e | d | w_0 | w_1 | w_2 |
|  |  |  |  |  |  |  | x_0*w_0 | x_1*w_1 | x_2*w_2 | c_0+c_1+c_2 | if s>tthen 1, else 0 | z-n | r * e | \Delta(x_0*d) | \Delta(x_1*d) | \Delta(x_2*d) |
| 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | +0.1 | 0.1 | 0 | 0 |
| 1 | 0 | 1 | 1 | 0.1 | 0 | 0 | 0.1 | 0 | 0 | 0.1 | 0 | 1 | +0.1 | 0.2 | 0 | 0.1 |
| 1 | 1 | 0 | 1 | 0.2 | 0 | 0.1 | 0.2 | 0 | 0 | 0.2 | 0 | 1 | +0.1 | 0.3 | 0.1 | 0.1 |
| 1 | 1 | 1 | 0 | 0.3 | 0.1 | 0.1 | 0.3 | 0.1 | 0.1 | 0.5 | 0 | 0 | 0 | 0.3 | 0.1 | 0.1 |
| 1 | 0 | 0 | 1 | 0.3 | 0.1 | 0.1 | 0.3 | 0 | 0 | 0.3 | 0 | 1 | +0.1 | 0.4 | 0.1 | 0.1 |
| 1 | 0 | 1 | 1 | 0.4 | 0.1 | 0.1 | 0.4 | 0 | 0.1 | 0.5 | 0 | 1 | +0.1 | 0.5 | 0.1 | 0.2 |
| 1 | 1 | 0 | 1 | 0.5 | 0.1 | 0.2 | 0.5 | 0.1 | 0 | 0.6 | 1 | 0 | 0 | 0.5 | 0.1 | 0.2 |
| 1 | 1 | 1 | 0 | 0.5 | 0.1 | 0.2 | 0.5 | 0.1 | 0.2 | 0.8 | 1 | -1 | -0.1 | 0.4 | 0 | 0.1 |
| 1 | 0 | 0 | 1 | 0.4 | 0 | 0.1 | 0.4 | 0 | 0 | 0.4 | 0 | 1 | +0.1 | 0.5 | 0 | 0.1 |
| 1 | 0 | 1 | 1 | 0.5 | 0 | 0.1 | 0.5 | 0 | 0.1 | 0.6 | 1 | 0 | 0 | 0.5 | 0 | 0.1 |
| 1 | 1 | 0 | 1 | 0.5 | 0 | 0.1 | 0.5 | 0 | 0 | 0.5 | 0 | 1 | +0.1 | 0.6 | 0.1 | 0.1 |
| 1 | 1 | 1 | 0 | 0.6 | 0.1 | 0.1 | 0.6 | 0.1 | 0.1 | 0.8 | 1 | -1 | -0.1 | 0.5 | 0 | 0 |
| 1 | 0 | 0 | 1 | 0.5 | 0 | 0 | 0.5 | 0 | 0 | 0.5 | 0 | 1 | +0.1 | 0.6 | 0 | 0 |
| 1 | 0 | 1 | 1 | 0.6 | 0 | 0 | 0.6 | 0 | 0 | 0.6 | 1 | 0 | 0 | 0.6 | 0 | 0 |
| 1 | 1 | 0 | 1 | 0.6 | 0 | 0 | 0.6 | 0 | 0 | 0.6 | 1 | 0 | 0 | 0.6 | 0 | 0 |
| 1 | 1 | 1 | 0 | 0.6 | 0 | 0 | 0.6 | 0 | 0 | 0.6 | 1 | -1 | -0.1 | 0.5 | -0.1 | -0.1 |
| 1 | 0 | 0 | 1 | 0.5 | -0.1 | -0.1 | 0.5 | 0 | 0 | 0.5 | 0 | 1 | +0.1 | 0.6 | -0.1 | -0.1 |
| 1 | 0 | 1 | 1 | 0.6 | -0.1 | -0.1 | 0.6 | 0 | -0.1 | 0.5 | 0 | 1 | +0.1 | 0.7 | -0.1 | 0 |
| 1 | 1 | 0 | 1 | 0.7 | -0.1 | 0 | 0.7 | -0.1 | 0 | 0.6 | 1 | 0 | 0 | 0.7 | -0.1 | 0 |
| 1 | 1 | 1 | 0 | 0.7 | -0.1 | 0 | 0.7 | -0.1 | 0 | 0.6 | 1 | -1 | -0.1 | 0.6 | -0.2 | -0.1 |
| 1 | 0 | 0 | 1 | 0.6 | -0.2 | -0.1 | 0.6 | 0 | 0 | 0.6 | 1 | 0 | 0 | 0.6 | -0.2 | -0.1 |
| 1 | 0 | 1 | 1 | 0.6 | -0.2 | -0.1 | 0.6 | 0 | -0.1 | 0.5 | 0 | 1 | +0.1 | 0.7 | -0.2 | 0 |
| 1 | 1 | 0 | 1 | 0.7 | -0.2 | 0 | 0.7 | -0.2 | 0 | 0.5 | 0 | 1 | +0.1 | 0.8 | -0.1 | 0 |
| 1 | 1 | 1 | 0 | 0.8 | -0.1 | 0 | 0.8 | -0.1 | 0 | 0.7 | 1 | -1 | -0.1 | 0.7 | -0.2 | -0.1 |
| 1 | 0 | 0 | 1 | 0.7 | -0.2 | -0.1 | 0.7 | 0 | 0 | 0.7 | 1 | 0 | 0 | 0.7 | -0.2 | -0.1 |
| 1 | 0 | 1 | 1 | 0.7 | -0.2 | -0.1 | 0.7 | 0 | -0.1 | 0.6 | 1 | 0 | 0 | 0.7 | -0.2 | -0.1 |
| 1 | 1 | 0 | 1 | 0.7 | -0.2 | -0.1 | 0.7 | -0.2 | 0 | 0.5 | 0 | 1 | +0.1 | 0.8 | -0.1 | -0.1 |
| 1 | 1 | 1 | 0 | 0.8 | -0.1 | -0.1 | 0.8 | -0.1 | -0.1 | 0.6 | 1 | -1 | -0.1 | 0.7 | -0.2 | -0.2 |
| 1 | 0 | 0 | 1 | 0.7 | -0.2 | -0.2 | 0.7 | 0 | 0 | 0.7 | 1 | 0 | 0 | 0.7 | -0.2 | -0.2 |
| 1 | 0 | 1 | 1 | 0.7 | -0.2 | -0.2 | 0.7 | 0 | -0.2 | 0.5 | 0 | 1 | +0.1 | 0.8 | -0.2 | -0.1 |
| **1** | **1** | **0** | **1** | **0.8** | **-0.2** | **-0.1** | **0.8** | **-0.2** | **0** | **0.6** | **1** | **0** | **0** | **0.8** | **-0.2** | **-0.1** |
| **1** | **1** | **1** | **0** | **0.8** | **-0.2** | **-0.1** | **0.8** | **-0.2** | **-0.1** | **0.5** | **0** | **0** | **0** | **0.8** | **-0.2** | **-0.1** |
| **1** | **0** | **0** | **1** | **0.8** | **-0.2** | **-0.1** | **0.8** | **0** | **0** | **0.8** | **1** | **0** | **0** | **0.8** | **-0.2** | **-0.1** |
| **1** | **0** | **1** | **1** | **0.8** | **-0.2** | **-0.1** | **0.8** | **0** | **-0.1** | **0.7** | **1** | **0** | **0** | **0.8** | **-0.2** | **-0.1** |

This example can be implemented in the following [Python](http://en.wikipedia.org/wiki/Python_%28programming_language%29) code.

threshold = 0.5

learning\_rate = 0.1

weights = [0, 0, 0]

training\_set = [((1, 0, 0), 1), ((1, 0, 1), 1), ((1, 1, 0), 1), ((1, 1, 1), 0)]

def dot\_product(values, weights):

return sum(value \* weight for value, weight in zip(values, weights))

while True:

print('-' \* 60)

error\_count = 0

for input\_vector, desired\_output in training\_set:

print(weights)

result = dot\_product(input\_vector, weights) > threshold

error = desired\_output - result

if error != 0:

error\_count += 1

for index, value in enumerate(input\_vector):

weights[index] += learning\_rate \* error \* value

if error\_count == 0:

break